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ABSTRACT: We have recently proposed a new unified theoretical scheme (the “middle” scheme) for thermostat algorithms for efficient and accurate configurational sampling of the canonical ensemble. In this paper, we extend the “middle” scheme to molecular dynamics algorithms for configurational sampling in systems subject to constraints. Holonomic constraints and isokinetic constraints are used for demonstration. Numerical examples indicate that the “middle” scheme presents a promising approach to calculate configuration-dependent thermodynamic properties and their thermal fluctuations.

1. INTRODUCTION

Since the pioneering work by Fermi, Pasta, and Ulam in 1955 and that by Alder and Wainwright in 1957, molecular dynamics (MD) has become a powerful and widely used tool for studying classical thermodynamic and dynamic properties of systems in chemistry, biology, and materials science. When MD is used to perform imaginary time path integral (PIMD), it offers an efficient approach for studying quantum statistical effects in general realistic molecular systems. Many cases of interest involve sampling the canonical ensemble, where the number of particles (N), volume (V), and temperature (T) are constant.

We have recently proposed a unified theoretical framework to include various thermostat algorithms for MD and those for PIMD proposed in the literature for the canonical (NVT) ensemble, regardless of whether the thermostat is stochastic or deterministic. While most conventional algorithms can be unified in the “side” or “end” scheme in the unified theoretical framework, the “middle” scheme suggested in refs 10 and 11 leads to more efficient and accurate configurational (i.e., conformational) sampling, irrespective of whether the thermostat is stochastic or deterministic. The “middle” scheme includes the latest progress in developing efficient Langevin thermostat algorithms as well as provides a scenario for rationally designing various other types of efficient thermostat algorithms.

In this paper, we generalize the unified thermostat framework to deal with systems subject to constraints. Two types of constraints are demonstrated as examples. One is the holonomic constraint that is often employed to ameliorate time-scale problems in MD simulations. The holonomic constraint is used to fix certain geometric parameters, such as bond lengths, bend angles, and torsion angles at specific values, thereby avoiding high-frequency motions. The equations of motion for a system with these geometric constraints can be numerically solved using Lagrange multipliers or projection methods. Ryckaert et al. developed the SHAKE algorithm to solve the nonlinear equations (for Lagrange multipliers) iteratively to satisfy given numerical tolerances. Andersen further proposed the RATTLE variant of the SHAKE algorithm for MD using the velocity–Verlet integrator. The SETTLE algorithm analytically solves the set of nonlinear equations for triatomic molecular systems. Though it cannot be extended to systems with more atoms, it is very useful for constraining water molecules, which is important in biological simulations. There are various methods derived from SHAKE, such as the M-SHAKE, SHAPE, and LINCS algorithms, which may be faster than SHAKE under certain conditions. In the present paper, we employ the SHAKE/RATTLE algorithms as examples for the component-wise solution of the undetermined Lagrange multipliers (see section S1 in the Supporting Information), but they can be directly replaced by other ones for holonomic constraints.
Theotherusefulconstraintistheisokineticconstraint,a
nonholonomicconditiononthekeveticenergy,usedinso
thermostatabgorithmssystematsconstanttemperature.
Isokineticensembletechniqueshavebeenproposedand
formulatedsincethe1980s.32–45Morerencely,multiple
time-step(MTS)algorithmususingtheNosé–Hooverchain
(NHC)approachandtheisokineticconstrainthavebeen
developed.46–49Alltheses algorithms,irrespectiveofwhether
therelatedequationsofmotionaredeterministicor
stochastic,implementtheisokineticconstrainttorestrict
the kinetic energy thereby moderating the resonance
effectthatoccursinotherMTSalgorithms.Weusethelatestalgorithm—
theso-called “Stochastic-ISO-NHC-RESPA” (SIN(R))49—as
an example to show that the “middle” scheme can lead to more
efficientalgorithmsfors SIN(R).

The paper is organized as follows. Section 2 first briefly
reviews the unified thermostat framework recently
developed for the NVT ensemble as well as the SHAKE/RATTLE
algorithmstheneNVEensemblesubjecttoholonomic
constraints, and then it presents both conventional and novel
algorithmsthreetypicalthermostatsfortheNVTensemble
withholonomicconstraints.Numericalsimulationsforholo-
monic constraints are demonstrated in section 3. Section 4
briefly reviews the SIN(R) algorithm and then proposes the
new version in the “middle” scheme, followed by numerical
examplesinsection5.Concludingremarksarepresentedin
section 6.

2. THEORY FOR MOLECULAR DYNAMICS WITH
HOLOMERIC CONSTRAINTS

Consider a classical system with the (time-independent)
Hamiltonian, which we assume to be of standard Cartesian
form
\[ H(x, p) = \frac{1}{2} p^T M^{-1} p + U(x) \]  
(1)

where \( M \) is the diagonal “mass matrix” with elements \( m_i \) and
\( p \) and \( x \) are the momentum and position vectors, respectively.
The total number of degrees of freedom of the system is \( 3N \);
therefore, \( x \) and \( p \) are \( 3N \)-dimensional vectors, and \( \beta = 1/k_BT \)
is the inverse temperature throughout the paper.

2.1. Unified Framework for Molecular Dynamics in
the NVT Ensemble without Holonomic Constraints. We
first consider two prevailing MD algorithms for the NVE
ensemble. The leapfrog algorithm for propagating a trajec-
tory of an NVE ensemble through a time interval \( \Delta t \) is

\[ \begin{align*}
\mathbf{p}(\Delta t/2) &\leftarrow \mathbf{p}(0) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t \\
\mathbf{x}(\Delta t) &\leftarrow \mathbf{x}(0) + \mathbf{p}(\Delta t/2) \Delta t \\
\end{align*} \]  
(2, 3)

The Kolmogorov operators relevant to the evolution are

\[ \begin{align*}
\mathcal{L}_\rho &= -p^T M^{-1} \frac{\partial \rho}{\partial x} \\
\mathcal{L}_\phi &= \frac{\partial U}{\partial x} \frac{\partial \rho}{\partial p}
\end{align*} \]  
(4, 5)

The evolution operator through a time interval \( \Delta t \) for the
leapfrog algorithm is then

\[ e^{\mathcal{L} \Delta t} \approx e^{\mathcal{L}_\rho \Delta t} e^{\mathcal{L}_\phi \Delta t} \]  
(6)

and is applied starting with the initial conditions \( (\mathbf{x}(0), \mathbf{p}(\Delta t/2)) \). For the sake of convenience, the numerical
procedure for eqs 2 and 3 for the leapfrog algorithm is denoted
“x-p”, in which the operations are in a right-to-left sequence by
following the convention established in the recent work on the
Langevin equation.44 Similarly the velocity–Verlet algorithm reads

\[ \begin{align*}
\mathbf{p}(\Delta t/2) &\leftarrow \mathbf{p}(0) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t \\
\mathbf{x}(\Delta t) &\leftarrow \mathbf{x}(0) + \mathbf{p}(\Delta t/2) \Delta t \\
\mathbf{p}(\Delta t) &\leftarrow \mathbf{p}(\Delta t/2) - \frac{\partial U}{\partial \mathbf{x}(\Delta t)} \Delta t \\
\end{align*} \]  
(7, 8, 9)

which is denoted “p-x-p” with the operations in a right-to-left
sequence. The evolution operator through a time interval \( \Delta t \) for
the velocity–Verlet algorithm is then

\[ e^{\mathcal{L} \Delta t} \approx e^{\mathcal{L}_\rho \Delta t/2} e^{\mathcal{L}_\phi \Delta t/2} e^{\mathcal{L}_\rho \Delta t/2} \]  
(10)

In the unified theoretical framework that we have recently
proposed, most conventional thermostat algorithms3,7,16
for the NVT ensemble (for the system with no holonomic
constraints) can be included into either the velocity–Verlet
version of the “side” scheme

\[ \text{thermostat for half a time step } \Delta t \]  
\[ \frac{\Delta t}{2} \]  
\[ \text{(in which } \mathbf{p}(0) \text{ is updated)} \]  
(11)

or the counterpart scheme of eq 11 which is based on the
leapfrog algorithm

\[ \begin{align*}
\mathbf{p}(0) &\leftarrow \mathbf{p}(0) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t \\
\mathbf{x}(\Delta t) &\leftarrow \mathbf{x}(0) + \mathbf{p}(\Delta t) \Delta t \\
\end{align*} \]  
(12)

The relevant evolution operator in the phase space for the
former scheme is

\[ e^{\mathcal{L} \Delta t} \approx e^{\mathcal{L}_\rho \Delta t/2} e^{\mathcal{L}_\phi \Delta t/2} e^{\mathcal{L}_\rho \Delta t/2} \]  
(13)

while that for the latter is
In eqs 13 and 14, \( L_T \) represents the Kolmogorov operator for the thermostat. For the sake of convenience, we denote eq 11 "T-p-x-p-T" and eq 12 "x-p-T-p", where the operations are in a right-to-left sequence.

In the proposed "middle" scheme for the NVT ensemble (for systems without constraints),\(^{10,11}\) it is suggested that

\[
\begin{align*}
\mathbf{x}(\Delta t/2) & \leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{p} \left( \Delta t \right) \Delta t/2 \\
\text{thermostat for a full time step} \Delta t & \quad \text{(in which} \mathbf{p} \left( \Delta t \right) \text{is updated)}
\end{align*}
\]

should be used to replace eq 3 in the leapfrog algorithm or eq 8 in the velocity–Verlet algorithm to construct efficient thermostat algorithms. That is, replace "x" by "x-T-x" for the leapfrog and velocity–Verlet algorithms (for the NVE ensemble), respectively. The leapfrog version of the "middle" scheme (LF-Middle)\(^{11}\) reads

\[
\begin{align*}
\mathbf{p}(\Delta t/2) & = \mathbf{p}(0) - \frac{\partial U}{\partial \mathbf{x}}(0) \Delta t/2 \\
\mathbf{x}(\Delta t/2) & \leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{p} \left( \Delta t \right) \Delta t/2 \\
\text{thermostat for a full time step} \Delta t & \quad \text{(in which} \mathbf{p} \left( \Delta t \right) \text{is updated)}
\end{align*}
\]

where the relevant evolution operator in the phase space is

\[
e^{\epsilon \Delta t} \approx e^{L^\text{LF-Middle} \Delta t} = e^{L_x \Delta t/2} e^{L_T \Delta t} e^{L_x \Delta t/2} e^{L_p \Delta t}
\]

We denote eq 16 "x-T-x-p" (LF-Middle), with the operations in a right-to-left sequence. Similarly, the velocity–Verlet version of the "middle" scheme\(^{10}\) produces

\[
\begin{align*}
\mathbf{p}(\Delta t/2) & = \mathbf{p}(0) - \frac{\partial U}{\partial \mathbf{x}}(0) \Delta t/2 \\
\mathbf{x}(\Delta t/2) & \leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{p} \left( \Delta t \right) \Delta t/2 \\
\text{thermostat for a full time step} \Delta t & \quad \text{(in which} \mathbf{p} \left( \Delta t \right) \text{is updated)}
\end{align*}
\]

\[
\begin{align*}
\mathbf{x}(\Delta t) & \leftarrow \mathbf{x}(\Delta t/2) + \mathbf{M}^{-1} \mathbf{p} \left( \Delta t \right) \Delta t/2 \\
\mathbf{p}(\Delta t) & = \mathbf{p}(\Delta t/2) - \frac{\partial U}{\partial \mathbf{x}}(\Delta t/2) \Delta t \\
\text{where the relevant evolution operator is}
\end{align*}
\]

\[
e^{\epsilon \Delta t} \approx e^{L^\text{VV-Middle} \Delta t} = e^{L_x \Delta t/2} e^{L_T \Delta t} e^{L_x \Delta t/2} e^{L_p \Delta t}
\]

We denote eq 18 "p-x-T-x-p" (VV-Middle).

Consider the harmonic limit where the potential energy function of the Hamiltonian eq 1 is

\[
U(x) = (x - x_0)^T A(x - x_0)/2
\]

As long as the thermostat process leaves the Maxwell momentum distribution unchanged, i.e.

\[
e^{\epsilon \Delta t} \exp\left\{-\frac{1}{2} \mathbf{p}^T \mathbf{M}^{-1} \mathbf{p}\right\} = \exp\left\{-\frac{1}{2} \mathbf{p}^T \mathbf{M}^{-1} \mathbf{p}\right\}
\]

it is straightforward to follow refs 8, 10, 11, 34, and 35 to prove that the marginal distribution of the position (i.e., configuration) of the stationary state for the velocity–Verlet version of the "side" scheme (eq 11) is the same as that for its leapfrog based counterpart (eq 12), i.e.

\[
\rho^\text{side}_x = \frac{1}{Z_N} \exp\left\{-\frac{1}{2} \left( \mathbf{x} - \mathbf{x}_0 \right)^T \left( 1 - \mathbf{A}^{-1} \Delta t^2/4 \right) \mathbf{A} \left( \mathbf{x} - \mathbf{x}_0 \right) \right\}
\]

while that for the "middle" scheme (either "LF-Middle" eq 16 or "VV-Middle" eq 18) is

\[
\rho^\text{Middle}_x = \frac{1}{Z_N} \exp\left\{-\beta \left( \mathbf{x} - \mathbf{x}_0 \right)^T \mathbf{A} \left( \mathbf{x} - \mathbf{x}_0 \right) \right\}
\]

where \( Z_N \) and \( \tilde{Z}_N \) are the normalization constants. Note that "LF-Middle" and "VV-Middle" lead to the exact marginal distribution of configuration in the harmonic limit. It is easy to prove that for any system, "LF-Middle" and "VV-Middle" lead to the same marginal distribution of configuration, while the former produces a more accurate marginal distribution of momentum.\(^{11}\) The thermostat algorithms in the "middle" scheme are always more accurate and efficient than those conventional ones in sampling configurational space for general molecular systems.\(^{8,10,11,34,35}\)

### 2.2. Molecular Dynamics for the NVE Ensemble with Holonomic Constraints

When the system is subject to the holonomic constraint

\[
\sigma(x) = 0
\]

where \( \sigma(x) \) is an \( n_x \)-dimensional vector as a function of the position vector \( x \), the time derivative of eq 24 implies the following constraint for the momentum vector \( p \)

\[
\frac{d}{dt} \sigma(x) = \left( \frac{\partial \sigma}{\partial \mathbf{x}} \right)^T \mathbf{M}^{-1} \mathbf{p} = 0
\]

The SHAKE\(^{36}\) and RATTLE\(^{37}\) algorithms are two prevailing approaches for solving the discretized equations of motion of a molecular system in which certain holonomic constraints are applied. The leapfrog version of the SHAKE algorithm for propagating a trajectory in an NVE ensemble through a time interval \( \Delta t \) reads

\[
\begin{align*}
\mathbf{p}(\Delta t/2) & \leftarrow \mathbf{p}(\Delta t/2) - \frac{\partial U}{\partial \mathbf{x}}(\Delta t/2) \Delta t \\
\mathbf{x}(\Delta t) & \leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{p}(\Delta t) \Delta t
\end{align*}
\]
In “C₁” (eq 28), \( \lambda \) is the \( n \)-dimensional vector of Lagrange multipliers, and the momentum update step (i.e., the last equation of eq 28) can also be replaced by \( p(\tau/2) = p(\tau/2) + \frac{1}{\Delta t} \mathbf{M}(x(\Delta t) - x(\Delta t)) \) or \( p(\tau/2) = \frac{1}{\Delta t} \mathbf{M}(x(\Delta t) - x(0)) \) (they perform similarly when double-precision numbers are used, but the former is better in a typical single-precision floating-point simulation\(^{30}\)). The first equation of eq 28 is generally nonlinear. When the system only has tritomic molecules such as water, the equation can be analytically solved by the SETTLE algorithm.\(^{35}\) For general molecular systems, the first equation of eq 28 can be numerically solved in an iterative fashion using, e.g., Newton’s method. In Newton’s method, each iteration step (for updating the solution vector \( \lambda \)) reads

\[
\text{solve } \lambda: \left( \frac{\partial \sigma}{\partial \mathbf{x}} \right)^T \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda = -\sigma(\mathbf{x})
\]

\[
\mathbf{x} \leftarrow \mathbf{x} + \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda
\]

\[\lambda \leftarrow \lambda + \tilde{\lambda}\]

(29)

where the initial values for \( \lambda \) and \( \tilde{\lambda} \) can be set as \( \lambda = \mathbf{x}(\Delta t) \) and \( \tilde{\lambda} = 0 \), respectively. When the total number of holonomic constraints is relatively small, the full set of the vector \( \lambda \) (for all constraints) can be simultaneously updated by the LU decomposition. The numerical procedure is known as matrix-SHAKE.\(^{39}\) When the system involves a large number of constraints and the dimensionality of the matrix equation in eq 29 becomes high, one then often employs a simpler but computationally less intensive iterative approach. For instance, replacing the full matrix \( \left( \frac{\partial \sigma}{\partial \mathbf{x}} \right)^T \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \) by its diagonal elements in eq 29, one obtains

\[
\text{solve } \tilde{\lambda}_k: \sum_{i=1}^{n} \left( \frac{\partial \sigma_i}{\partial \mathbf{x}_i} \right)^T \frac{1}{m_i} \frac{\partial \sigma_i}{\partial \mathbf{x}_i}(0) \tilde{\lambda}_k = -\sigma_i(\mathbf{x}_i)
\]

\[
\mathbf{x}_i \leftarrow \mathbf{x}_i + \frac{1}{m_i} \frac{\partial \sigma_i}{\partial \mathbf{x}_i}(0) \tilde{\lambda}_k (i = \Gamma_n)
\]

\[\lambda_k \leftarrow \lambda_k + \tilde{\lambda}_k\]

(30)

Here \( \mathbf{x}_i(i = \Gamma_n) \) represents the positions of the \( n \) atoms involved in the \( k \)th constraint. One then treats all holonomic constraints in succession (in eq 30) during one cycle of the iteration.\(^{36}\) The procedure in eq 29 or eq 30 is repeated until some convergence criterion is satisfied for all constraints. The SHAKE algorithm (eqs 26–28) is denoted “C₁-x-p”, with the operations in a right-to-left sequence.

The velocity–Verlet version of the RATTLE algorithm for evolving a trajectory of an NVE ensemble through a time interval \( \Delta t \) is

\[
\begin{align*}
\mathbf{x}(\Delta t) &\leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda
\end{align*}
\]

(31)

\[
\begin{align*}
\mathbf{p}(\Delta t/2) &\leftarrow \mathbf{p}(0) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t
\end{align*}
\]

(32)

\[
\begin{align*}
\text{solve } \lambda: \sigma(\mathbf{x}(\Delta t) + \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda) = 0
\end{align*}
\]

(33)

\[
\begin{align*}
\mathbf{p}(\Delta t) &\leftarrow \mathbf{p}(\Delta t/2) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t
\end{align*}
\]

(34)

\[
\begin{align*}
\text{solve } \mu: \left( \frac{\partial \sigma}{\partial \mathbf{x}(\Delta t)} \right)^T \mathbf{M}^{-1} \left( \mathbf{p}(\Delta t) + \frac{\partial \sigma}{\partial \mathbf{x}(\Delta t)} \mu \right) = 0
\end{align*}
\]

(35)

In “C₂” (eq 35), \( \mu \) is an \( n \)-dimensional variable. The first equation of eq 35 is equivalent to the linear system of equations

\[
\begin{align*}
\text{solve } \mu: \left( \frac{\partial \sigma}{\partial \mathbf{x}(\Delta t)} \right)^T \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(\Delta t)} \mu = -\left( \frac{\partial \sigma}{\partial \mathbf{x}(\Delta t)} \right)^T \mathbf{M}^{-1} \mathbf{p}(\Delta t)
\end{align*}
\]

(36)

It can be analytically solved for tritomic molecules (e.g., \( \text{H}_2\text{O} \)) by the SETTLE algorithm.\(^{36}\) When the total number of holonomic constraints in the system is not large, because \( \left( \frac{\partial \sigma}{\partial \mathbf{x}(\Delta t)} \right)^T \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(\Delta t)} \) is a symmetric and positive-definite matrix, eq 36 can be straightforwardly solved using a Cholesky decomposition. When a significant number of holonomic constraints are imposed on the system, the iterative procedure in eq 35 is not applied to all constraints simultaneously but to each holonomic constraint in succession.\(^{37}\) That is, in each cycle of the iteration, the momentum and solution vectors are updated by

\[
\text{solute } \tilde{\mu}_k: \sum_{i=1}^{n} \left( \frac{\partial \sigma_i}{\partial \mathbf{x}_i(\Delta t)} \right)^T \frac{1}{m_i} \frac{\partial \sigma_i}{\partial \mathbf{x}_i(\Delta t)} \tilde{\mu}_k = -\sum_{i=1}^{n} \left( \frac{\partial \sigma_i}{\partial \mathbf{x}_i(\Delta t)} \right)^T \frac{1}{m_i} \tilde{\mu}_k
\]

\[
\begin{align*}
\tilde{\mu}_k &\leftarrow \tilde{\mu}_k + \frac{\partial \sigma_i}{\partial \mathbf{x}_i(\Delta t)} \mu_i (i = \Gamma_n)
\end{align*}
\]

(37)
Equation 37 is analogous to eq 30 used in the position-constraining step \( C_1 \). The process in eqs 35 or eq 37 is repeated until all holonomic constraints have converged to within the desired accuracy. The RATTLE algorithm (eqs 31–35) is denoted “\( \text{C}_2\)-p-\( \text{C}_1\)-x-p”, with the operations in a right-to-left sequence.

It is not difficult to show that the SHAKE and RATTLE algorithms are closely related. As discussed in ref 51, the similarity can be seen from eq 34 and eq 35 of the previous time step that

\[
\mathbf{p}(0) \leftarrow \mathbf{p}^0 \left( \Delta t \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t + \frac{\partial \sigma}{\partial \mathbf{x}(0)} \mu_R
\]  

Substituting eq 38 into eq 31 and then eq 33, one obtains

\[
\mathbf{p}^0 \left( \Delta t \right) \leftarrow \mathbf{p}^0 \left( -\Delta t \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t + \frac{\partial \sigma}{\partial \mathbf{x}(0)} \left( \lambda_S + \mu_R \right)
\]  

Comparing eq 39 with the relation from eq 26 and eq 28 in the SHAKE algorithm

\[
\mathbf{p}^0 \left( \Delta t \right) \leftarrow \mathbf{p}^0 \left( -\Delta t \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t + \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda_S
\]  

One finds that the SHAKE algorithm is equivalent to the RATTLE algorithm at the half step with \( \lambda_S = \lambda_R + \mu_R \Delta t \), which is simply a change of variables for the unknown Lagrange multipliers. However, RATTLE satisfies both position and velocity constraints while SHAKE only ensures that the position constraints are satisfied.

2.3. Molecular Dynamics for the NVT Ensemble with Holonomic Constraints. 2.3.1. Schemes for Conventional Algorithms. In the unified thermostat framework, many conventional algorithms \( 52,53 \) for the NVT ensemble with holonomic constraints can be included in the velocity–Verlet version of the “side” scheme (eq 11) by applying the RATTLE algorithm (eqs 31–35). Such a RATTLE version of the “side” scheme reads

thermostat for half a time step \( \Delta t \) (in which \( \mathbf{p}(0) \) is updated)

\[
\mathbf{p}^0 \left( \Delta t \right) \leftarrow \mathbf{p}^0 \left( -\Delta t \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t + \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda_S
\]  

\[
\mathbf{x}(\Delta t) \leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{p}^0 \left( \frac{\Delta t}{2} \right) \Delta t
\]

\[
\text{solve } \lambda : \sigma \left( \mathbf{x}(\Delta t) + \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda \right) = 0
\]

\[
\mathbf{p}(\Delta t) \leftarrow \mathbf{p}(\Delta t) + \frac{1}{\Delta t} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda
\]  

\[
\mathbf{p}^0 \left( \Delta t \right) \leftarrow \mathbf{p}^0 \left( -\Delta t \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t
\]  

In the unified framework, we can also include other conventional algorithms \( 19,54 \) in the leapfrog version of the “side” scheme (eq 12) by implementing the SHAKE algorithm (eqs 26–28). Such a SHAKE version of the “side” scheme reads

thermostat for a full time step \( \Delta t \) (in which \( \mathbf{p}(0) \) is updated)

\[
\mathbf{p}^0 \left( \Delta t \right) \leftarrow \mathbf{p}^0 \left( -\Delta t \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t
\]

\[
\mathbf{x}(\Delta t) \leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{p}^0 \left( \frac{\Delta t}{2} \right) \Delta t
\]

\[
\text{solve } \lambda : \sigma \left( \mathbf{x}(\Delta t) + \mathbf{M}^{-1} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda \right) = 0
\]

\[
\mathbf{p}^0 \left( \Delta t \right) \leftarrow \mathbf{p}^0 \left( -\Delta t \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t
\]  

We denote the RATTLE version of the “side” scheme (eqs 41–46) “\( \text{C}_2\)-T-p-\( \text{C}_1\)-x-p-T” and the SHAKE version of the “side” scheme (eqs 47–51) “\( \text{C}_1\)-x-p-T-p-T”, with the operations in a right-to-left sequence. Similarly, the constraint algorithm in ref 52 would be denoted “\( \text{T}-\text{C}_2\)-p-\( \text{C}_1\)-x-p-T” in the “side” scheme.

2.3.2. Holonomic Constraints in the “Middle” Scheme. Replacing eq 32 by

\[
\mathbf{x} \left( \frac{\Delta t}{2} \right) \leftarrow \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{p} \left( \frac{\Delta t}{2} \right) \Delta t
\]

thermostat for a full time step \( \Delta t \) (in which \( \mathbf{p} \left( \frac{\Delta t}{2} \right) \) is updated)

\[
\mathbf{x} \left( \frac{\Delta t}{2} \right) \leftarrow \mathbf{x} \left( \frac{\Delta t}{2} \right) + \frac{1}{\Delta t} \frac{\partial \sigma}{\partial \mathbf{x}(0)} \lambda
\]  

\[
\mathbf{p} \left( \frac{\Delta t}{2} \right) \leftarrow \mathbf{p} \left( \frac{\Delta t}{2} \right) - \frac{\partial U}{\partial \mathbf{x}(0)} \Delta t
\]  

in eqs 31–35 leads to the counterpart (of RATTLE) in the “middle” scheme for the NVT ensemble. We denote it “\( \text{C}_2\)-p-\( \text{C}_1\)-x-T-x-p”, with the operations in a right-to-left sequence. Similarly, one can replace eq 27 by eqs 52–54 in the SHAKE algorithm (eqs 26–28) to obtain its counterpart in the “middle”
scheme for the NVT ensemble, which is denoted “C1-x-T-x-p”, with the operations in a right-to-left sequence.

In addition to this straightforward approach to implementing the SHAKE or RATTLE algorithms in the “middle” scheme, we can construct various other versions, in which the position and momentum satisfy the two equations (eqs 24 and 25) for holonomic constraints at the end of the propagation through a time interval $\Delta t$. Apparently, the position-constraining step C1 (eq 28 or eq 33) can be performed after a position-update step “x”. Because the momentum-constraining step C2 (eq 35) does not change the position, it can be implemented after a position-update step “x”, a momentum-update step “p”, or a thermostat step “T”. All possible versions are listed in Table 1, and their applications to the TIP3P model for liquid water and to the Partridge–Schwenke model for a gas phase water molecule are compared in Figures 1–4, as will be discussed in section 3. The results in Figures 1–4 indicate that “C2-p-C1-x-T-x-C2-p” based on the velocity–Verlet version, or “C2-C1-T-x-C2-P” derived from the leapfrog version in the “middle” scheme is a reasonably good choice. This simple version only involves one position-constraining step and two momentum-constraining steps in the full propagation for $\Delta t$. Specifically, the criterion is that step C1 (eq 28 or eq 33) is added after “x-T-x” while step C2 (eq 35) is added after each momentum-update step “p” and at the end of the full integrator for a time interval $\Delta t$.

We note that the geodesic BAOB (g-BAOB) algorithm proposed in refs 25 and 26 is exactly the same as no. 28 (“C2-p-C1-x-C2-T-C2-C1-x-C2-p”) of the algorithms built upon VV-Middle in the first column of Table 1 when “global” Langevin dynamics is used as the thermostat. That is, the g-BAOB algorithm\(^{25,26}\) is a special case of and can be included in no. 28 (“C2-p-C1-x-C2-T-C2-C1-x-C2-p”) of VV-Middle.

Here, an important point about the “middle” scheme with holonomic constraints should be made. Even when no holonomic constraints are applied, for the “VV-Middle” scheme, although its marginal distribution of positions is more accurate, that of momenta is less precise than what the “VV-Side” scheme\(^{6,10}\) or “VV-End” scheme\(^{10}\) leads to. Note that in the “VV-Side” or “VV-End” scheme, the thermostat (T) can be applied at the end of the step after the RATTLE (C2) step. Thermostat operators, such as that for Nosé–Hoover chains, simply scale the momenta, which does not affect the RATTLE step, since this step is linear in the momenta. Therefore, the scaled momenta emerging from the “T” step will satisfy the same constraint condition as they did before, provided that all of the momenta involved in the constraint are coupled to the same thermostat. In the “middle” scheme, the momenta are shifted in the “p” step after they are scaled in the “T” step. Finally, they are adjusted by C2 to satisfy the time-derivative of the constraint. These adjustments are likely to perturb the momentum fluctuations driven by the thermostat and, hence, the Maxwell distribution of momenta generated by the thermostat. In order to solve this problem, the scaling factors from the thermostat that would be applied to the momenta after the “p” and “C2” steps would need to be known. However, these cannot be known until the result of the “T” and “C2” steps on the momenta is known. In principle, this would require a self-consistent iteration “T”, “p”, and “C2” steps if one wishes to have consistent satisfaction of the constraints and the scaling of the “T” operator at the end of the whole integration step. This problem may cause difficulty when the constraint force is applied in the first momentum-update step. However, as explicitly discussed in section S1 of the Supporting Information, applying the constraint force in the first momentum-update
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Figure 1. Results with different constraint algorithms of the VV-Middle scheme for liquid water with bond length constraints at 298.15 K. (Blue squares are results obtained with $\Delta t = 7$ fs.) All units are Kelvin. (a) averaged potential energy per atom $\langle U(x) \rangle / (N_{\text{atom}} k_B)$; (b) enlarged version of panel a; (c) fluctuation of the potential energy per atom $\sqrt{\langle U(x)^2 \rangle - \langle U(x) \rangle^2} / (N_{\text{atom}} k_B)$; (d) enlarged version of panel c; (e) averaged kinetic energy per atom $\langle p^M \cdot p \rangle / (2N_{\text{atom}} k_B)$; (f) fluctuation of the kinetic energy per atom $\sqrt{\langle (p^M \cdot p)^2 \rangle - \langle p^M \cdot p \rangle^2} / (2N_{\text{atom}} k_B)$.
step in the “VV-Middle” scheme is not the only choice. Choices that are more reasonable are introduced in section S1 of the Supporting Information and used in the paper. On the other hand, if the temperature (estimated from the kinetic energy) is reported immediately after the “T” operator is applied, then the iteration can be avoided at the expense of a small inconsistency between “T” and “C,” at the end of the step. Another reasonable choice is to use “LF-Middle” rather than “VV-Middle”, if the marginal distribution of momenta is concerned. When no holonomic constraints are applied, both “LF-Middle” and “VV-Middle” schemes yield the same (accurate) marginal distribution of positions, but the “LF-Middle” scheme leads to more accurate marginal distribution of momenta than the “VV-Middle” scheme produces. It is easy to prove that “LF-Middle” yields the same marginal distribution of momenta as “PV-End” (position-Verlet end) of ref 34, which has comparable accuracy to that of the conventional “VV-Side” or “VV-End” scheme. (See Figure 2 of ref 34.) Figures 1 and 2 of ref 11 also imply that the accuracy of the marginal distribution of momenta produced by “LF-Middle” is comparable to that yielded by the conventional “side” scheme. For the “LF-Middle” scheme with holonomic constraints, the marginal distribution of momenta in the unconstrained subspace is very close to that of the Maxwell–Boltzmann distribution at the end of the whole integration step, with some possible perturbation due to the last update step for the positions. In some cases (e.g., all momenta are resampled from the Maxwell distribution in each thermostat step “T”), the conventional “end” or “side” scheme with holonomic constraints is probably better for estimating the marginal distribution of momenta than the “LF-Middle” scheme. Generally, since only the positions and not the momenta are needed at the end of the whole step to evaluate equilibrium properties, this technical issue is not likely to cause a problem.

2.3.3. Global or Local Thermostats for Holonomic Constraints. Special care should be taken in the thermostat step “T” (i.e., eq 41, eq 45, eq 48 or eq 53) for generating the correct momentum distribution (at the end of the whole integration step for Δt) that is consistent with the holonomic constraint (eq 24) of the system. When a “global” thermostat is employed, i.e., when the momentum for each particle is changed by using the same thermostat parameter(s) in each thermostat step, the numerical integrator for eq 53 for constrained dynamics is similar to that for dynamics with no constraints in cases when the iteration alluded to above is not needed, the only difference being the application of the constrained steps C1 and C2. This has already been demonstrated by Lelievre et al.35 for Langevin dynamics, as well as by Ryckaert and Cicotti66 for the Andersen thermostat and by Kalibaeva et al.22 for the Nosé–Hoover chain thermostat, for systems with holonomic constraints.

When a “local” thermostat is used for a system with holonomic constraints, however, the numerical integrator for the thermostat step “T” should be modified in order to generate the correct canonical distribution of the momenta. A “local” thermostat implies that the thermostat is applied only to some (randomly) selected degrees of freedom at each thermostat step and that different thermostat parameters are used for different particles (or different degrees of freedom), as in the “massive” Nosé–Hoover chain thermostat. One can separate the components of the momentum vector into two subspaces, the constrained subspace \( \{ \mathbf{p} \left( \frac{\partial}{\partial x} \right)^T \mathbf{M}^{-1} \mathbf{p} = 0 \} \) and the unconstrained one. The thermostat process should maintain the Maxwell distribution of the momentum components projected in the unconstrained subspace. This is the most important criterion when a “local” thermostat is employed for the system with holonomic constraints. The simplest way to implement “local” thermostats is to ensure that all momenta in a common constraint are coupled to the same thermostat. However, we propose to lift the restriction and employ the “massive local” thermostat where each degree of freedom is coupled to a different thermostat. The procedure to be discussed in the next paragraph is generally applicable for any type of “local” thermostat, including the “massive” NHC, the resonance-free SIN(R) algorithm, etc.

The constraint for the momentum at position \( x \) can be recast as

\[
\frac{\partial \sigma_x}{\partial x}^T \mathbf{M}^{-1} \mathbf{p} = \left( \frac{\partial \sigma_x}{\partial x} \right)^T \mathbf{M}^{-1/2} \mathbf{p} = 0
\]

One can orthogonalize rows of \( \left( \frac{\partial \sigma_x}{\partial x} \right)^T \mathbf{M}^{-1/2} \) to obtain an orthonormal basis of the momentum space. The orthogonalization procedure can be implemented through a QR decomposition, i.e., by factorizing the matrix \( \mathbf{M}^{-1/2} \frac{\partial \sigma_x}{\partial x} \) into a product

\[
\mathbf{M}^{-1/2} \frac{\partial \sigma_x}{\partial x} = \mathbf{QR}
\]

of an orthogonal \( 3N \times 3N \) matrix \( \mathbf{Q} \) and a \( 3N \times n_c \) matrix \( \mathbf{R} \) for which \( R_{ij} = 0 \) for all \( i > j \). Let \( \mathbf{P} = \mathbf{Q}^{T} \mathbf{M}^{-1/2} \mathbf{p} \). One then obtains

\[
\mathbf{R}^T \mathbf{P} = \left( \frac{\partial \sigma_x}{\partial x} \right)^T \mathbf{M}^{-1} \mathbf{p}
\]

The thermostat process must only be applied to the unconstrained modes of \( \mathbf{P} \) \((j = n_c + 1, 3N)\), leaving the value of \( \mathbf{R}^T \mathbf{P} \) unchanged. Although \( \mathbf{R}^T \mathbf{P} = 0 \) is exactly satisfied at the beginning and end of the full integrator through a time interval \( \Delta t \), it is not required that it holds rigorously [i.e., that the constraint for the momentum (eq 57) be exactly satisfied] before the thermostat step “T”. The thermostat step for a given time interval \( \Delta t \) reads

\[
\mathbf{Q} = \mathbf{M}^{-1/2} \frac{\partial \sigma_x}{\partial x} \quad \mathbf{P}^\prime = \mathbf{Q}^{T} \mathbf{M}^{-1/2} \mathbf{p} \\
\mathbf{P} \leftarrow \text{Therm}(\mathbf{P}_j, \delta t), \ j = n_c + 1, 3N \\
\mathbf{P} \leftarrow \mathbf{M}^{1/2} \mathbf{Q}^{T} \mathbf{P}^\prime
\]

where the (conventional) thermostat process \( \text{Therm}(\mathbf{P}_j, \delta t) \) updates the unconstrained modes \( \mathbf{P}_j \) \((j = n_c + 1, 3N)\) while no thermostat process is applied to the constrained modes \( \mathbf{P}_j \) \((j = 1, n_c)\). The Maxwell momentum distribution in the unconstrained subspace then remains invariant after the thermostat process.

\[
\exp \left[ -\frac{\beta}{2} \sum_{j=n_c+1}^{3N} P_j^2 \right] = \exp \left[ -\frac{\beta}{2} \mathbf{P}^T \mathbf{Q}^{-1/2} \mathbf{Q}^{1/2} \mathbf{M}^{1/2} \mathbf{Q}^{-1/2} \mathbf{Q}^{T} \mathbf{M}^{-1/2} \mathbf{p} \right]
\]

The computational cost for the QR decomposition is \( O(3Nn_c^2) \) by using the Householder transformation. An alternative
method was previously proposed in ref 57 for "local" stochastic thermostats, which recovers the Maxwell distribution before the thermostat step, and then applies the constraints. The projection method (eq 57) involves the QR factorization and multiplication of matrices and vectors, while the distribution-recovering method introduces additional cost for velocity-constraining steps and the thermostat process for all those degrees of freedom involved in the constraint(s). The projection method (eq 57) is not limited to stochastic thermostats and can also be conveniently used in deterministic thermostats.

Below, we use three typical thermostats as examples for demonstrating algorithms for systems with holonomic constraints.

2.3.3.1. Andersen Thermostat. The thermostat step (with no constraints) in the Andersen thermostat is

\[
p_j \leftarrow \frac{m_j}{\beta} \theta_j \text{, if } \mu_j < 1 - e^{-\gamma \Delta t}, \quad j = 1, 3N
\]

Here \( \nu \) is the collision frequency, \( \theta_j \) is an independent Gaussian-distributed random number with zero mean and unit variance, \( m_j \) is the mass of the \( j \)th degree of freedom, and \( \mu_j \) is a uniformly distributed random number in the range \((0, 1)\) and may be different for each particle.

The thermostat step in the "local" Andersen thermostat where \( \{ \mu_j \} \) are not the same for all particles reads

\[
\begin{align*}
\text{T:} & \quad \text{QR} = M^{-1/2} \frac{\partial \sigma}{\partial x} \\
& \quad \text{P} \leftarrow Q^T M^{-1/2} \text{P} \\
& \quad p_j \leftarrow \frac{1}{\sqrt{\beta}} \theta_j \text{, if } \mu_j < 1 - e^{-\gamma \Delta t}, \quad j = n_i + 1, 3N \\
& \quad p \leftarrow M^{1/2} \text{QP}
\end{align*}
\]

where \((Q^T M^{-1/2}c_i M^{1/2}QP)\) or \((Q^T M^{-1/2}c_i M^{1/2}\eta)\) represents the \( j \)th element of the corresponding vector.

In contrast, when the Langevin thermostat is used globally, i.e., the friction coefficient matrix \( \gamma \) is the product of a scalar parameter and an identity matrix, the thermostat step (the OU process) for systems with holonomic constraints can be the same as the one for systems with no constraints (i.e., eq 63 with \( \gamma \) reduced to a scalar constant).

2.3.3.3. NHC Thermostat. In the "local" NHC thermostat (which is also called the "massive" NHC\(^{7,58}\)) each degree of freedom is coupled to a different Nosé–Hoover chain. When applied to systems with holonomic constraints, the equations of motion of the "local" NHC are

When the Andersen thermostat is applied "globally", \( \{ \mu_j \} \) is reduced to only one random number \( \mu \) that determines whether the momentum of all degrees of freedom are changed simultaneously, i.e.,

\[
\begin{align*}
T: & \quad \tilde{p}_j = \frac{m_j}{\beta} \theta_j, \quad j = 1, 3N, \text{ if } \mu < 1 - e^{-\gamma \Delta t} \\
\end{align*}
\]

One can straightforwardly implement eq 61, rather than eq 60, in the "global" case for systems with holonomic constraints.

2.3.3.2. Langevin Dynamics. When Langevin dynamics is employed as a thermostat, the thermostat step "T" represents the Ornstein–Uhlenbeck (OU) process, of which the equations of motion are

\[
\begin{align*}
\frac{dx}{dt} = -\gamma p + \frac{2}{\sqrt{\beta}} \gamma^{1/2} M^{1/2} \eta(t)
\end{align*}
\]

where \( \gamma \) is the friction coefficient matrix and \( \tilde{\eta}(t) \) is the white-noise term with the correlation function of the elements \( \langle \tilde{\eta}_i(t) \tilde{\eta}_j(t') \rangle = \delta_{ij} \delta(t - t') \). The analytical solution to the OU process (eq 62) for a time interval \( \Delta t \) produces

\[
\begin{align*}
T: & \quad p \leftarrow \text{c}_1 p + \text{c}_2 \frac{1}{\sqrt{\beta}} \gamma^{1/2} \eta
\end{align*}
\]

where the coefficients \( \text{c}_1 = e^{-\gamma \Delta t} \) and \( \text{c}_2 = (1 - \text{c}_1 \text{c}_1)^{1/2} \), \( \eta \) is the vector of independent Gaussian-distributed random numbers with zero mean and unit variance, which is different for each degree of freedom and each invocation.

When the Langevin thermostat is applied locally for systems with holonomic constraints, the thermostat step becomes

\[
\begin{align*}
\text{T:} & \quad \text{QR} = M^{-1/2} \frac{\partial \sigma}{\partial x} \\
& \quad \text{P} \leftarrow Q^T M^{-1/2} \text{P} \\
& \quad p_j \leftarrow (Q^T M^{-1/2} \text{c}_i M^{1/2} \eta), \quad j = n_i + 1, 3N \\
& \quad p \leftarrow M^{1/2} \text{QP}
\end{align*}
\]

where \((Q^T M^{-1/2} \text{c}_i M^{1/2} \eta)\) represents the \( j \)th element of the corresponding vector.

In the case for systems with holonomic constraints.
where \(\text{diag}(p_\alpha) \equiv \{0, \ldots, 0, p_\alpha, (p_\alpha + 1), \ldots, p_\alpha, (\infty)\}\), and \(M_{\text{NHC}}\) pairs of additional variables \(\{\eta_{\alpha}^{(i)}, p_{\alpha}^{(i)}\}\) \((j = 1, M_{\text{NHC}})\) in the "Nosé–Hoover chain" are coupled only to the unconstrained degree of freedom of the normal-mode momentum \(P_j = (Q_j^2 M_j^{-1})^{1/2}\) \((j = \bar{n} + 1, 3N)\). For the equations of motion in eq 65, the conserved quantity is

\[
H' = \frac{1}{2} \sum_{i=n+1}^{3N} M_i \dot{q}_i^2 + U(x) + \sum_{i=n+1}^{3N} \sum_{j=1}^{M_{\text{NHC}}} \left( \frac{p_{\eta_j}^2}{2Q_j} + k_b T \eta_{\alpha}^{(j)} \right)
\]

(66)

When the "local" NHC is used, the algorithm for the thermostat part for a finite time interval \(\Delta t\) reads

\[
P_{\eta_{\alpha}}^{(i)} \leftarrow p_{\eta_{\alpha}}^{(i)} + G_{\text{NHC}}^{(i)} \frac{\Delta t}{2}
\]

\[
P_{\eta_{\alpha}}^{(i)} \leftarrow p_{\eta_{\alpha}}^{(i)} + \frac{p_{\eta_{\alpha}}^{(i+1)}}{Q_{i+1}} \frac{\Delta t}{2}
\]

\[p_{\eta_{\alpha}}^{(i)} \leftarrow p_{\eta_{\alpha}}^{(i)} + \frac{p_{\eta_{\alpha}}^{(i+1)}}{Q_{i+1}} \frac{\Delta t}{2}
\]

\[
P_{\eta_{\alpha}}^{(i)} \leftarrow p_{\eta_{\alpha}}^{(i)} + G_{\text{NHC}}^{(i)} \frac{\Delta t}{2}
\]

(67)

where

\[
G_{\text{NHC}}^{(i)} = \frac{p_{\eta_{\alpha}}^{(i+1)}}{Q_{i+1}} - k_b T
\]

\[
G_{\text{NHC}}^{(i)} = \frac{p_{\eta_{\alpha}}^{(i+1)}}{Q_{i+1}} + k_b T(j = \sum_{j=1}^{M_{\text{NHC}}})
\]

(68)

Here, we use RESPA to divide an integration step for the NHC thermostat into \(n_{\text{RESPA}}\) equal parts, and implement the Suzuki–Yoshida decomposition framework to further divide each part into \(n_{\text{Syo}}\) smaller parts with different weights \(\{w_j\}\). The value of \(n_{\text{Syo}}\) depends on the order of the Suzuki–Yoshida decomposition. Through the paper, the sixth order Suzuki–Yoshida factorization is employed. In this case, \(n_{\text{Syo}} = 7\) and

\[
w_1 = w_7 = 0.784513610477560
\]

\[
w_2 = w_5 = 0.233573213339357
\]

\[
w_3 = w_4 = -1.1776998417887
\]

\[
w_9 = 1 - w_1 - w_2 - w_3 - w_4 - w_6 - w_7
\]

(69)

The parameter

\[
\delta_n = \frac{w_n}{n_{\text{RESPA}}}
\]

(70)

is the time step size for the \(\alpha\)-th of the \(n_{\text{Syo}}\) smaller parts.

In contrast, in the "global" NHC the whole system is coupled to only one chain. The equations of motion for the "global" NHC are

\[
x = M^{-1}p
\]

\[
p = -\frac{\partial U(x)}{\partial x} - \frac{p_n}{Q_1} p + \frac{\partial \sigma}{\partial x}
\]

\[
\eta = \frac{p_1}{Q_1}(j = 1, M_{\text{NHC}})
\]

\[
p = \sum_{i=n+1}^{3N} \frac{p_{i}^2}{M_i} - \eta q_i T - \frac{p_1}{Q_1} p
\]

\[
\eta = \frac{p_1}{Q_1}(j = 1, M_{\text{NHC}} - 1)
\]

\[
p = \frac{p_{i+1}^2}{Q_{i+1}} - k_b T - \frac{p_{i+1}}{Q_{i+1}} p
\]

\[
p = \frac{p_{i+1}}{Q_{i+1}} - k_b T
\]

(71)

When the "global" NHC is used for systems with holonomic constraints, the algorithm for the thermostat part in the "global" NHC for a finite time step \(\Delta t\) reads

\[
P_{\text{NHC}}^{(i)} \leftarrow P_{\text{NHC}}^{(i)} + G_{\text{NHC}}^{(i)} \frac{\Delta t}{2}
\]

\[
P_{\text{NHC}}^{(i)} \leftarrow \frac{P_{\text{NHC}}^{(i+1)}}{Q_{i+1}} \frac{\Delta t}{2}
\]

\[
P_{\text{NHC}}^{(i)} \leftarrow P_{\text{NHC}}^{(i)} + G_{\text{NHC}}^{(i)} \frac{\Delta t}{2}
\]

\[
P_{\text{NHC}}^{(i)} \leftarrow P_{\text{NHC}}^{(i)} + G_{\text{NHC}}^{(i)} \frac{\Delta t}{2}
\]

(67)

where

\[
G_{\text{NHC}}^{(i)} = \frac{P_{\text{NHC}}^{(i+1)}}{Q_{i+1}} - k_b T
\]

\[
G_{\text{NHC}}^{(i)} = \frac{P_{\text{NHC}}^{(i+1)}}{Q_{i+1}} + k_b T(j = \sum_{j=1}^{M_{\text{NHC}}})
\]

(68)
where
\[
G_i = \sum_{j=1}^{3N} \frac{p_{ij}^2}{m_j} - \left(3N - \nu_i\right)k_b T \quad (i = 1, 2, 3N)
\]
(73)

3. RESULTS AND DISCUSSION FOR MOLECULAR DYNAMICS WITH HOLONOMIC CONSTRAINTS

3.1. Numerical Performance of the Algorithms in the “Middle” Scheme. As described in section 2.3, various ways exist for inserting the position-constraining step \(C_1\) and the momentum-constraining step \(C_2\) into the unstrained MD data. As the explicit form of the PES is available, the forces can be calculated from extensive ab initio calculations and experimental accurate potential energy surface developed by Partridge and Schwenke from extensive ab initio calculations and experimental data. The friction coefficient \(\gamma = 5 \text{ ps}^{-1}\) for all degrees of freedom. The O–H bond lengths are constrained at 0.9572 Å. The H–O–H angles are constrained at 104.49 degrees.

The converged results are obtained with the time interval \(\Delta t = 0.5\) fs, which are used for the reference for comparing the numerical behaviors of all versions in Table 1. Figures 1 and 2 demonstrate that most versions perform similarly, even when the time interval \(\Delta t\) is large. It is interesting to see in Figure 1 that no. 28 ("C_{2p}\cdot C_{1p}\cdot C_{1}\cdot x\cdot C_{2}\cdot T\cdot C_{2}\cdot C_{1}\cdot x\cdot C_{2}\cdot p") in the first column of Table 1 (which, since "global" Langevin dynamics is used, is equivalent to the g-BAOAB algorithm of refs 25 and 26) does not demonstrate better performance than most other versions in configuration sampling.

We have also tested other liquid water models, including the POLI2VS model—a polarizable and flexible force field for liquid water. The results are very similar to those in Figures 1 and 2. (See section S3 of the Supporting Information.)

In addition to liquid water, we test all versions in Table 1 for a gas-phase system—a single H2O molecule at 300 K. We use the accurate potential energy surface developed by Partridge and Schwenke from extensive ab initio calculations and experimental data. The O–H bond lengths are constrained at 0.9578 Å, leaving the bond angle unconstrained. The "global" Langevin thermostat is employed, where the friction coefficient \(\gamma = 800 \text{ ps}^{-1}\) (0.02 au) for all degrees of freedom. After equilibrating the system, 100 trajectories with each propagated up to \(2.4\) ns are used for estimating the energies. In Figure 3 and Figure 1, the results obtained from the algorithms (of Table 1) are compared for \(\Delta t \approx 6.41\) fs (265 au), which is a time interval close to the largest value for numerically stably propagating a MD trajectory. The converged data are obtained with the time interval at \(0.24\) fs (10 au), which are used as a reference for comparison. Figure 3 implies that no. 28 ("C_{2p}\cdot C_{1p}\cdot C_{1}\cdot x\cdot C_{2}\cdot T\cdot C_{2}\cdot C_{1}\cdot x\cdot C_{2}\cdot p") in the first column of Table 1 (i.e., g-BAOAB when the global Langevin thermostat is used) does not necessarily perform better in configurational sampling than most other versions based on "VV-Middle". The error of a single gas-phase H2O molecule in Figures 3 and 4 is much larger compared to that of liquid water in Figures 1 and 2. This is because all intermolecular modes are frozen in the liquid water simulation while the H–O–H angle bending motion is allowed in the simulation of a single gas-phase H2O molecule.

The intramolecular interaction energy (per atom) is significantly larger than the intermolecular interaction energy (per atom).

Figures 1–4 demonstrate that it is not necessary to apply constraints after every substep ("x", "p", or "T") during the propagation through a time interval \(\Delta t\). We note that the version (in Table 1) that will exhibit the best performance will depend on the specific system of interest, but most versions produce comparable accuracy. Because the constraining steps \(C_1\) and \(C_2\) often involve additional computational overhead, it is preferable to include as few of these as possible so long as acceptable accuracy is obtained. This is our criterion used for selecting the algorithm. For the purpose of configuration sampling, Figure 1 and Figure 3 demonstrate that no. 9 ("C_{2p}\cdot C_{1p}\cdot x\cdot T\cdot x\cdot C_{2}\cdot p") of those versions constructed upon VV-Middle (in the first column of Table 1) is a reasonably good choice, while Figure 2 and Figure 4 suggest that no. 5 ("C_{2p}\cdot C_{1p}\cdot x\cdot T\cdot x\cdot C_{2}\cdot p") of the versions derived from LF-Middle (in the second column of Table 1) is a useful option. (Note that most NVT ensembles of interest are for condensed phase systems.) Throughout the rest of the paper, for MD with holonomic constraints, we use "C_{2p}\cdot C_{1p}\cdot x\cdot T\cdot x\cdot C_{2}\cdot p" (no. 9 of the first column) as the default VV-Middle version and "C_{2p}\cdot C_{1p}\cdot x\cdot T\cdot x\cdot C_{2}\cdot p" (no. 5 of the second column) as the default LF-Middle version.

3.2. Comparison between Conventional Algorithms and Those in the “Middle” Scheme for Holonomic Constraints. We then apply the "middle" scheme to several typical systems with holonomic constraints, including a model system, liquid water, and a biological molecule (alanine dipeptide) solvated in implicit solvent. For comparison we also apply the RATTLE version of the "side" scheme ("C_{2p}\cdot C_{1p}\cdot x\cdot T\cdot T" as described by eqs 41–46), as well as the "default" Langevin thermostat algorithm for constrained MD in the AMBER molecular simulation software (i.e., set the flag ntt = 3 in AMBER). The latter employs the BBK algorithm

\[
\begin{align*}
\{ \mathbf{P}(\Delta t/2) \} &= \left[ 1 - \gamma_B \frac{\Delta t}{2} \right] \left[ \mathbf{P}(\Delta t/2) + \left( \frac{\Delta t}{2} - \frac{\Delta t}{2} \right) \right] \\
\mathbf{\dot{x}}(\Delta t) &= \mathbf{x}(0) + \mathbf{M}^{-1} \mathbf{P}(\Delta t/2) \Delta t \\
\begin{align*}
\text{solve } \lambda: &\quad \mathbf{M}^{-1} \frac{\partial \mathbf{\dot{x}}}{\partial \mathbf{x}(0)} \lambda = 0 \\
\mathbf{C}_1: &\quad \mathbf{x}(\Delta t) \leftarrow \mathbf{x}(\Delta t) + \mathbf{M}^{-1} \frac{\partial \mathbf{\dot{x}}}{\partial \mathbf{x}(0)} \lambda \\
\{ \mathbf{P}(\Delta t/2) \} &\leftarrow \{ \mathbf{P}(\Delta t/2) \} + \frac{1}{\Delta t} \frac{\partial \mathbf{\dot{x}}}{\partial \mathbf{x}(0)} \lambda
\end{align*}
\end{align*}
\]
where $\gamma_{BBK}$ is the "global" friction parameter in the BBK algorithm, $\eta$ is the vector of independent Gaussian-distributed random numbers as already defined in eq 63. Given the unified thermostat framework, it is straightforward to prove that the BBK algorithm (eq 74) is equivalent to the SHAKE version of the "side" scheme ("C1-x-p-T-p" as described by eqs 47–51), when one uses the "global" Langevin thermostat with the conventional friction constant $\gamma$ satisfying the relation
That is, the BBK algorithm is simply a special "global" Langevin dynamics algorithm in the SHAKE version of the "side" scheme of the unified thermostat framework.10,11,34

3.2.1. Harmonic System Subject to a Linear Constraint.
Consider a harmonic system consisting of two 1-dimensional particles (masses are 1 au, characteristic frequencies \( \omega = 1 \) au, at inverse temperature \( \beta = 1 \) )

\[
U(x) = \frac{1}{2} x_1^2 + \frac{1}{2} x_2^2
\]  

(76)

The constraint function is

\[
\sigma(x) = x_1 - x_2
\]  

(77)

For demonstration, we implement the "global" Langevin thermostat with the friction coefficient \( \gamma = 1 \) au, as well as the "local" Andersen thermostat with the collision frequency \( \nu = 1 \) au and the "massive" NHC thermostat with the inverse of characteristic time \( \tau^{-1} = (20 \Delta t)^{-1} \) au. Figure 5 shows that the algorithms derived in the "VV-Middle" scheme lead to accurate averaged potential energy results that are relatively insensitive to the time interval, while the "side" scheme does progressively worse as \( \Delta t \) increases, regardless of which type of thermostat is employed. This agrees with the conclusion for cases with no constraints presented in our previous papers.8,10,11,34,35

3.2.2. Liquid Water (POLI2VS Model) with Constrained Bond Lengths.
We use a flexible and polarizable force field—the POLI2VS model for liquid water.63 MD simulations are carried out at \( T = 298.15 \) K for a system of 216 water molecules in a box with periodic boundary conditions applied using the minimum image convention. The density of liquid water is 0.997 g cm\(^{-3}\). The charge—charge, charge—dipole and dipole—dipole interactions are treated using the Ewald summation, while the repulsion—dispersion forces and the electrostatic interactions including quadrupoles are cut off from 9.0 to 9.1 Å with the smoothing function. We employ the "global" Langevin thermostat with the friction coefficient \( \gamma = 8 \) ps\(^{-1}\), as well as the
Andersen thermostat with the collision frequency \( \nu = 5 \text{ ps}^{-1} \) and the “massive” NHC thermostat with the inverse of characteristic time \( \tau^{-1} = 2.84968 \text{ ps}^{-1} \). After equilibrating the system, 20 MD trajectories with each propagated up to 100 ps are used for estimating thermodynamic properties. When O–H bond lengths are constrained, the values of two O–H bond lengths of each water molecule are fixed at 0.917 Å—the optimal O–H bond length for a water monomer. Figure 6 shows that “VV-middle” is more accurate than the “side” scheme for the potential energy results as the time interval increases, irrespective of which type of thermostat is used.

3.2.3. Liquid Water (qSPC/Fw Model) with Constrained Bond Lengths and Constrained Bond Angles. We have implemented both velocity–Verlet and leapfrog versions of the “middle” scheme in AMBER (2018 version). The q-SPC/Fw liquid water model\(^{66}\) in AMBER is used for testing the performance. The temperature is \( T = 298.15 \text{ K} \) and the density is 0.997 g·cm\(^{-3}\). Classical NVT simulations are carried out for a system of 216 water molecules in a box with periodic boundary conditions applied using the minimum image convention. In each molecule, the two O–H bond lengths are constrained at 1.0 Å, and the bond angle H–O–H is constrained at 109.47 deg. We compare the numerical behavior of four thermostat schemes, which are the “default” scheme in AMBER\(^{57}\) with Langevin thermostat (the BBK algorithm), “LF-Middle”, “VV-Middle”, and “Side” (i.e., “C2-T-p-C1-x-p-T”). The thermostat in each of the last three schemes also employs “global” Langevin dynamics. The thermostat parameter (friction coefficient \( \gamma \)) is 5 ps\(^{-1} \) for all the particles in the simulations. After equilibrating the system, 20 MD trajectories with each propagated up to 2 ns are used for estimating thermodynamic properties. Figure 7a indicates that either version in the “middle” scheme is superior to both the “default” Langevin thermostat algorithm\(^{19}\) in AMBER and the “side” scheme for sampling the marginal distribution of the configuration for the constrained system. Figure 7b also demonstrates that “LF-Middle” leads to a reasonably accurate estimation of the kinetic energy.

3.2.4. Alanine Dipeptide Solvated in Implicit Solvent. We use AMBER (2018 version) to run simulations for alanine dipeptide solvated in implicit solvent of the generalized Born (GB) model.\(^{58–70}\) Both the default Langevin thermostat algorithm\(^{19}\) of AMBER and “VV-Middle” are used. The “global” Langevin thermostat is employed with the friction
Replica exchange molecular dynamics (REMD)\textsuperscript{71} is used for accelerating the sampling. We employ 10 temperatures from 273 to 600 K by equally distributing the inverse temperature. The replica exchange is performed every 20 ps. After equilibration of the system for 1 μs, 20 REMD trajectories with each propagated up to 2 μs are used for estimating the properties. Bond length constraints are applied to the bonds that contain hydrogen atoms. The potential of mean force (PMF) for the ψ torsion angle at 300 K (as shown in Figure 8) is calculated using the weighted histogram analysis method (WHAM).\textsuperscript{72} As shown in Figure 9 on the PMF barriers and Figure 10 on the average potential energy and its fluctuation, the “middle” scheme leads to accurate results that are relatively insensitive to the time interval, while the “default” scheme in AMBER becomes progressively less accurate as Δt increases. When the time interval Δt is 3 fs, the “middle” scheme still produces accurate results at the same temperature. In contrast, as shown in Figure 10 the deviation of the result produced the “default” scheme in AMBER with Δt = 3 fs from the converged one at the same temperature can be even larger than the difference between the converged result and the one at its neighbor temperature.

Figure 5. MD results for the two-dimensional harmonic system with linear constraints: (a) averaged potential energy (unit: au) and (b) averaged kinetic energy (unit: au). Statistical error bars are included.

Figure 6. MD results using different schemes for liquid water with O–H bond length constraints using the POL2VS force field at 298.15 K: (a) averaged potential energy per atom \( \langle U(x)/N_{\text{atom}}k_B \rangle \) (unit: kelvin) and (b) averaged kinetic energy per atom \( \langle p^2\mathcal{M}^{-1}p \rangle / (2N_{\text{atom}}k_B) \) (unit: kelvin).
4. THEORY FOR ISOKINETIC CONSTRAINTS IN THE “MIDDLE” SCHEME

Nonholonomic constraints that include momenta as variables are also widely used in MD for the NVT ensemble. Here we use the isokinetic constraint as an example to demonstrate the application of the “middle” thermostat scheme. Minary et al. introduced Iso-NHC-RESPA, a MTS (multiple time-step) algorithm originated from the reference system propagator algorithm (RESPA), based on the NHC approach combined with a set of isokinetic constraints which controls resonance problem thereby allowing an increase in the outer time step in MTS schemes. Leimkuhler et al. replaced the thermostat chains in the Iso-NHC-RESPA scheme with the Nosé–Hoover–Langevin method, which allows an increase in the efficiency without a reduction in the outer time step. This method is referred as Stochastic-Iso-NH-RESPA [SIN(R)]. In the paper we focus on SIN(R).

Consider a system with the Hamiltonian in eq 1. For each degree of freedom \(i = 1, 3N\) of the system, a system of stochastic equations of motion is introduced as

\[
\begin{align*}
\dot{x}_i &= \frac{p_i}{m_i}, \\
\dot{p}_i &= -\frac{\partial U}{\partial x_i} - \lambda_i p_i, \\
\dot{v}^{(k)}_{1,i} &= -\lambda_i v^{(k)}_{1,i} - v^{(k)}_{2,i} \lambda_i, \\
\dot{v}^{(k)}_{2,i} &= \frac{Q_1(s^{(k)}_{1,i})^2 - k_B T}{Q_2} - \gamma v^{(k)}_{2,i} + \frac{2\gamma}{\beta Q_2} \eta(t) \\
k &= \Gamma, \Lambda
\end{align*}
\]

with an isokinetic constraint on each degree of freedom taking the form

\[
\frac{p_i^2}{m_i} + \frac{L}{L + 1} \sum_{k=1}^{L} (v^{(k)}_{1,i})^2 Q_1 = L k_B T
\]

where \(k = \Gamma, \Lambda\) labels the thermostat variables, \(\gamma\) is the friction coefficient, \(Q_1\) and \(Q_2\) are thermostat coupling parameters, and \(\lambda_i\) is a Lagrange multiplier for enforcing the isokinetic...
constraint, whose explicit expression can be obtained by differentiating the equation

$$\frac{2 p_i}{m_i} + \frac{2 L}{L + 1} \sum_{k=1}^{L} Q_i v_{i,k} (v_{i,k})_2 = 0$$

(80)

Substituting the second equation of eq 78 into eq 80 leads to

$$\frac{2 p}{m_i} \left( -\frac{\partial U}{\partial x_i} - \lambda_p \right) + \frac{2 L}{L + 1} \sum_{k=1}^{L} Q_i v_{i,k} (-\lambda^i v_{i,k} - v_{i,k}^2) = 0$$

(81)

which produces the solution for $\lambda_i$

$$\lambda_i = -\frac{\frac{p_i}{m_i} \frac{\partial U}{\partial x_i} + \frac{L}{L + 1} \sum_{k=1}^{L} Q_i v_{i,k} (v_{i,k})_2}{\frac{p_i}{m_i} + \frac{L}{L + 1} \sum_{k=1}^{L} Q_i (v_{i,k})_2}$$

(82)

MTS decomposes the force into a fast component and a slow one

$$\frac{\partial U}{\partial x} = \frac{\partial U_f}{\partial x} + \frac{\partial U_s}{\partial x}$$

(83)

Define

$$\lambda_i^{(f)} = -\frac{\frac{p_i}{m_i} \frac{\partial U_f}{\partial x_i} + \frac{L}{L + 1} \sum_{k=1}^{L} Q_i (v_{i,k})_2}{\frac{p_i}{m_i} + \frac{L}{L + 1} \sum_{k=1}^{L} Q_i (v_{i,k})_2}$$

(84)

and

$$\lambda_i^{(s)} = -\frac{\frac{p_i}{m_i} \frac{\partial U_s}{\partial x_i} + \frac{L}{L + 1} \sum_{k=1}^{L} Q_i (v_{i,k})_2}{\frac{p_i}{m_i} + \frac{L}{L + 1} \sum_{k=1}^{L} Q_i (v_{i,k})_2}$$

(85)

such that $\lambda_i = \lambda_i^{(f)} + \lambda_i^{(s)}$. From eq 78 we obtain

Figure 9. Barriers of the potential of mean force (PMF) for the torsion angle $\psi$ for alanine dipeptide solvated in an implicit solvent model at 300 K (unit: kelvin). (a) IDAI (b) IDC (c) IBAI (d) IBCI. E.g., IDAI denotes the absolute difference between the PMF of point D and that of point A in Figure 8.
The relevant Kolmogorov operators are as follows:

\[
\mathcal{L}_p \mathbf{\rho} = -\mathbf{p} \mathbf{M}^{-1} \frac{\partial \mathbf{p}}{\partial \mathbf{x}}
\]

\[
\mathcal{L}_p^{(f)} \mathbf{\rho} = \sum_{i=1}^{3N} \frac{\partial U_i}{\partial x_i} \mathbf{p}_i + \lambda_{i,F}^{(f)} \mathbf{p}_i + \lambda_{i,F}^{(l)} \sum_{k=1}^{L} q_{i,k}^{(l)} \frac{\partial q_{i,k}^{(l)}}{\partial x_i}
\]

\[
\mathcal{L}_p^{(l)} \mathbf{\rho} = \sum_{i=1}^{3N} \frac{\partial U_i}{\partial x_i} \mathbf{p}_i + \lambda_{i,F}^{(l)} \mathbf{p}_i + \lambda_{i,F}^{(l)} \sum_{k=1}^{L} q_{i,k}^{(l)} \frac{\partial q_{i,k}^{(l)}}{\partial x_i}
\]

\[
\mathcal{L}_N \mathbf{\rho} = \sum_{i=1}^{3N} \lambda_{i,N,F} \frac{\partial \mathbf{p}_i}{\partial x_i} + \sum_{k=1}^{L} \left( \lambda_{i,N} q_{i,k}^{(l)} + q_{i,k}^{(l)} \right) \frac{\partial q_{i,k}^{(l)}}{\partial x_i}
\]

Suppose \( \Delta t = n \delta t \), with \( \Delta t \) and \( \delta t \) as the outer and inner time intervals (or steps), respectively. The original version of SIN(R)\(^{49}\) employs the following propagating order

\[
\mathcal{L}_p^{(f)} \mathbf{\rho} \approx \mathcal{L}_p^{(f)} \mathbf{\rho}^{(l)} + \mathcal{L}_N \mathbf{\rho}^{(l)}
\]

\[
\mathcal{L}_p^{(l)} \mathbf{\rho} \approx \mathcal{L}_p^{(f)} \mathbf{\rho}^{(l)} + \mathcal{L}_N \mathbf{\rho}^{(l)}
\]

which is denoted "VV-Middle-SIN(R)" throughout the paper. We note that it is also straightforward to implement the leapfrog version of the "middle" scheme ("LF-Middle") to obtain the propagating order

\[
\mathcal{L}_p^{(f)} \mathbf{\rho} \approx \mathcal{L}_p^{(f)} \mathbf{\rho}^{(l)} + \mathcal{L}_N \mathbf{\rho}^{(l)}
\]

which is expected to share the same efficiency and accuracy for configurational sampling as eq 95. Below we focus the discussion on eq 95.

When conventional thermostats, such as the Andersen thermostat, Langevin dynamics, and NHC, are used with MTS in "VV-Middle", the Kolmogorov operators relevant to the evolution are

\[
\mathcal{L}_p \mathbf{\rho} = -\mathbf{p} \mathbf{M}^{-1} \frac{\partial \mathbf{p}}{\partial \mathbf{x}}
\]

5. RESULTS AND DISCUSSION FOR SIN(R)

We use a system of liquid water to run numerical simulations for comparing SIN(R), "VV-Middle-SIN(R)\), and "VV-Middle-MTS\). We use POLI2VS—a polarizable and flexible force field for liquid water.\(^{63}\) MD simulations are carried out at the temperature 298.15 K with a liquid density of 0.997 g cm\(^{-3}\) for a system of 216 H\(_2\)O molecules in a box with periodic boundary conditions. The charge—charge, charge—dipole, and dipole—dipole interactions are treated by the Ewald summation, while the repulsion—dispersion forces and the electrostatic interactions including quadrupoles are cut off from 9.0 to 9.1 Å with the smoothing function. When SIN(R) and "VV-Middle-SIN(R)" are employed, \( L = 4 \) sets of thermostat variables are
coupled to each degree of freedom, the thermostat coupling parameters are chosen as $Q_1 = Q_2 = k_B T (0.01 \text{ ps})^2$ and the friction coefficient is chosen as $\gamma = 5 \text{ ps}^{-1}$. We use $\gamma = 5 \text{ ps}^{-1}$ for Langevin dynamics in “VV-Middle-MTS”. After the system approaches the equilibrium, 20 MD trajectories with each propagated up to 100 ps are used for estimating thermodynamic properties. In MTS, the force derived from the intramolecular bonds and angles is treated as the fast component, while the force obtained from the Lennard-Jones and electrostatic interactions is employed as the slow component. $\Delta t$ and $\delta t$ represent the outer and inner time steps. For a proof of concept, this simple two time-step scheme is sufficient. It is easy to generalize to cases when three time steps are used, with the middle and outer time step applied to short-range nonbonded and long-range nonbonded interactions as was done in ref 49 to show the type of high performance that is what the SIN(R) algorithm, being a resonance-free MTS algorithm, was designed for. In a future publication, we will demonstrate the
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**Figure 10.** REMD results using different time intervals for alanine dipeptide at different temperatures. (a) averaged potential energy $\langle U(x) \rangle / k_B$ (unit: kelvin) (b) fluctuation of the potential energy $\sqrt{\langle U(x)^2 \rangle - \langle U(x) \rangle^2} / k_B$ (unit: kelvin).
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**Figure 11.** MD results for the average potential energy per atom $\langle U(x) \rangle / (N_{\text{atom}} k_B)$ (unit: kelvin) of liquid water at $T = 298.15 \text{ K}$ as a function of the outer time step $\Delta t$ when inner time step is fixed at $\delta t = 0.1 \text{ fs}$: (a) $\Delta t$ in the range $0.5 - 60 \text{ fs}$ and (b) $\Delta t$ in the range $0.5 - 4 \text{ fs}$.
performance for MTS decompositions, exploiting the time-scale separation between short- and long-range forces, which allow even larger time steps.

Figure 11 or Figure 12 shows the results when the inner time step is fixed at $\delta t = 0.1 \text{ fs}$ or $\delta t = 1 \text{ fs}$ but the outer one $\Delta t$ varies. In this case SIN(R) and “VV-Middle-SIN(R)” perform similarly as the outer time step $\Delta t$ increases. Figure 13 demonstrates the results when the outer time step $\Delta t$ is fixed at 1, 2, or 4 fs but the inner one $\delta t$ changes. Consider the (average) potential energy (per atom) with the outer time step $\Delta t$ fixed at 2 fs as shown in Figure 13b. “VV-Middle-SIN(R)” and SIN(R) lead to almost the same result for $\delta t = 0.1 \text{ fs}$, which we use as the reference. The largest deviation from this reference produced by “VV-Middle-SIN(R)” is less than 7 K, while that yielded by SIN(R) can be more than 35 K. Figure 13c demonstrates that the same property for “VV-Middle-SIN(R)” is less than 11 K and
H–O–H bond angle is frozen. We consider four cases: (1) “VV-Middle-SIN(R)” with the inner time step fixed at $\delta t = 0.1$ fs, (2) “VV-Middle-SIN(R)” with the inner time step fixed at $\delta t = 1$ fs, (3) step where only (intramolecular) O–H bond lengths are constrained (but the bending motion is allowed); (4) step where both intramolecular O–H bond lengths and H–O–H bond angles are constrained (i.e., intramolecular bending and stretching vibrational motions are frozen). As shown in Figure 14 for the (average) potential (per atom), MD with holonomic constraints in the “middle” scheme (as described in section 2) performs similarly as the time interval (step size) changes and can lead to results that are relatively insensitive to the time interval. In comparison, “VV-Middle-SIN(R)” can employ a much larger (outer) time step without breaking down the propagation of the trajectory if the (lower) accuracy is acceptable.

6. CONCLUSIONS AND OUTLOOK

The “middle” thermostat scheme,\textsuperscript{8,10,11,34,35} is a promising approach for constructing novel efficient MD algorithms for configurational sampling for systems subject to constraints. We use two types of constraints, namely, holonomic constraints and isokinetic constraints, for demonstration. Numerical simulations suggest that the thermostat algorithms within the “middle” scheme are superior to conventional ones in sampling the marginal distribution of the configuration, leading to more accurate results for configuration-dependent thermodynamic properties when the same finite time interval $\Delta t$ is used. Employing the “middle” scheme with resonance-free multiple time-step techniques also produces more efficient and accurate algorithms for configurational sampling for the systems treated via multiple time stepping with just two time steps. It is easy to extend the strategy to cases where three or more time steps are employed, as we will be demonstrating in a future publication.

In addition to constraints and multiple time-step methods, it is straightforward to implement the “middle” thermostat scheme (for MD as well as PIMD) together with various advanced enhanced sampling techniques\textsuperscript{74–80} (e.g., replica exchange\textsuperscript{71} as we have used in this paper, integrated tempering sampling, meta-dynamics,\textsuperscript{75,76} blue moon,\textsuperscript{81–83} milestone\textsuperscript{84} etc.) to accelerate configurational sampling for systems involving rare events. Because the “middle” thermostat scheme in principle takes no advantage of the specific form of the force or potential energy surface, it will be useful to implement the “middle” scheme for ab initio MD (or ab initio PIMD).\textsuperscript{70,85} It is important to note that all strategies introduced for the “middle” scheme for MD in the paper as well as those in a series of papers\textsuperscript{8,10,11,34,35} and the implementation in AMBER\textsuperscript{67} will encourage others to use the “middle” scheme to develop various efficient MD (and PIMD) algorithms or do simulations for configurational sampling for systems of their interest.

In future work, it will be interesting to use the “middle” scheme\textsuperscript{8,10,11,34,35} in the rational design of yet more efficient algorithms (with resonance-free multiple time-step techniques as well as constraint approaches), particularly for use with other constant temperature ensembles beyond the canonical (NVT) ensemble, e.g., the isothermal–isobaric (NPT) ensemble.
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